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import pandas as pd
from sklearn.metrics.pairwise import cosine_similarity

data = {
"User": [*a","A","A","B","B","C","C","D","D"],

"Product™: ["Laptop”,"Mouse","Headphone","Laptop","Headphone", "Mouse”, "Keyboard",

“Laptop", "Keyboard™] !JS @9)5
}

df = pd.DataFrame(data)

user_item = pd.crosstab(df["User"], df["Product”]) Similar to 'La ptop':
similarity = pd.DataFrame( KEYbOa rd 0.66

cosine_similarity(user_item.T),
index=user_item.columns,

columns=user_item.columns Head phone 0.40
Mouse 0.33

recommend(product, similarity matrix, top n=3):
scores = similarity matrix[product].sort_values(ascending=False)
return scores.iloc[1:top n+1]

print("Similar to 'Laptop':")
print(recommend(“Laptop”, similarity))
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